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ContentCo e

• Sample size re-estimation, bias and correction
• Continuous variance monitoringContinuous variance monitoring
• Blinded continuous variance monitoring

M i i ht i t th bi d it’• More insight into the bias and it’s 
consequences



Clinical study and sample size C ca s udy a d sa p e s e
calculation
• Randomized study comparing two treatments 

(e.g. new treatment versus control)
• A variable is observed which is assumed to be 

independently normally distributed with common 
unknown variance and treatment difference 2unknown variance    and treatment difference

• Significance test with level    and power          for         
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Example: MacDonald et al. (2008)a p e ac o a d e a ( 008)

• Objective: Assessment Lumiracoxib’s effect on bloodObjective: Assessment Lumiracoxib s effect on blood 
pressure in Osteoarthritis patients with hypertension

• Treatments: Lumiracoxib or Ibuprofenp
• Primary endpoint: change from baseline at week 4 in 

average 24 h systolic blood pressure
• Significance level α=0.025 (1-sided), power 80% for

mmHg2a
• Standard deviation σ= ??? mmHg

• White et al (2002): 9 mmHg observed (but different population)
• Sowers et al (2005): assumed 7 5 observed 12 mmHg (6 week• Sowers et al (2005): assumed 7.5, observed 12 mmHg (6 week 

follow-up)
• Other studies in non-OA population: up to 14 mmHg



Uncertainty in the planning phaseU ce a y e p a g p ase
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Uncertainty about varianceU ce a y abou a a ce

• Problem: Often considerable uncertainty regarding the• Problem: Often considerable uncertainty regarding the 
variance

• Solutions include:Solutions include:
• One interim look: estimate     from accruing data in 

an interim sample size review and use this estimate to 
dj t l i

2

adjust sample size 
• Several interim looks with update of variance 

estimate and sample sizeestimate and sample size
• Continuous monitoring of the variance



Sample size based on one interim p
analysis

Observe n1 patients (“Stage 1”) & estimate variance:
Final sample size 2̂vn 

2
1̂

Final sample size 
Observe additional n2=n-n1 patients (”Stage 2”)
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2̂• The variance estimator     at the end of the trial is 
biased It underestimates the true variance!
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biased. It underestimates the true variance!



Why is there a bias?y
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Consequence of the bias in the Co seque ce o e b as e
final variance estimator

 The t-test                                    with 1,220   Reject nttH

does not control the alpha levelnt /ˆ2ˆ 2



How large is the bias?o a ge s e b as

• Bias of the (“naïve”) variance 
estimator can be computed

• Bounds for bias (Miller, 2005)
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• Additive correction of final variance estimate:
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Correction of bias

Type I error of t-test and t-
Bias of variance estimator

Type I error of t test and t
test with additive correction



Continuous variance monitoringCo uous a a ce o o g

• Continuous variance monitoring procedure:Continuous variance monitoring procedure: 
• Monitor variance after each (pair of) patients: 

starting after     patients (           )
2ˆn

1n 21 n
• Stop study as soon as “sample size sufficient”

according to this estimate (            )
• This is a stochastic process with stop time

2ˆnvn 
• This is a stochastic process with stop-time
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• Discussed in the context of clinical studies e.g. by 
Mehta & Tsiatis (2001) and Jennison & Turnbull (2007)

• Investigated by Friede & Miller (2012)• Investigated by Friede & Miller (2012)



Continuous variance monitoring as g
stochastic process
• Example study with true 

variance=1, v=21,
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Bias of variance estimator and test

Bias of variance estimator Bias of test size

Variance estimator        at stop-time N negatively biased
Therefore, the t-test                                    with 

2ˆN
Nt N /ˆ2ˆ 2 1,220   Reject NttH

does not control the alpha level



Blinding in clinical trialsd g c ca a s

• Randomized clinical trials for drug development are 
usually blinded

• Database of ongoing study has no treatment information
• Separate file with treatment info kept secretly

Patient  TreatmentPatient  Treatment Result1 Result2

Database Treatments
Patient  Treatment

1 Placebo

2 Active

Patient  Treatment Result1 Result2...

1 *          1       7.7   ...

2 *          0       6.8   ...

3 Active

4 Placebo

3 *          1       8.0   …

4 *          0       6.5   ...

5 Active5 *          0       8.9   ...



Blinding and sample size re-d g a d sa p e s e e
estimation
• To perform the sample size re-estimation shown 

before, the treatment of all patients needs to be 
known for the computation of the varianceknown for the computation of the variance 
(unblinding necessary)

• Regulatory authorities prefer methods not requiringRegulatory authorities prefer methods not requiring 
unblinding
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Blinded continuous monitoringded co uous o o g

• The different sample size re-estimation procedures can 
be performed blinded

• Here we show the blinded version for continuous 
monitoring
Bli d d ti it i d• Blinded continuous monitoring procedure: 

• Monitor overall (one sample) variance          after 
each (pair of) patients, ignoring the different treatments

2
blindˆn,

each (pair of) patients, ignoring the different treatments
• Stop study as soon as sample size sufficient according 

to this blinded estimate (                   )vn n, 2
blind̂

• Estimate final variance unblinded



Bias of variance estimator and test 
– blinded procedure
Bias of variance estimator Bias of test size

Still bias for variance estimation but essentially no bias for 
test.



Blinded procedure: Why is the test p y
size (almost) unbiased?
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If the (two sided) test is written as F test the numeratorIf the (two-sided) test is written as F-test, the numerator 
and the denominator have the same bias after blinded 
continuous monitoringcontinuous monitoring



Power of test after continuous 
monitoring
Unblinded continuous Blinded continuousUnblinded continuous 
monitoring

Blinded continuous 
monitoring 

Desired power approximately maintained; better so for the 
blinded procedure.  



Blinded procedures: Continuous ded p ocedu es Co uous
monitoring versus sample size re-

i i i h i i l kestimation with one interim look
• 19001 ,025.0  aδδ,.-β
• One look after n1=20, 50, 100, 200, 

or 400 patients per treatment to 
estimate variance

, a,β

estimate variance
• Compare with continuous 

monitoring (CM)
• If n1 chosen too large: risk to 

overshoot necessary sample size
If h t ll SD f• If n1 chosen too small: SD for 
sample size can be considerably 
higher than for CM



Continuous monitoring – is it Co uous o o g s
logistically feasible?
• Increased use of electronic data capture techniques 

in clinical studies
• E.g. in chronic pain studies

• Patients are provided with electronic 
diaries for their daily pain recordingdiaries for their daily pain recording

• SMS reporting has successfully been 
applied (Axén, Bodin, Bergström et al, pp ( g
2012)

• Pain intensity ratings can immediately 
be transferred to central database of sponsorbe transferred to central database of sponsor

 Continuous monitoring feasible in some (but not all) 
clinical study situationsclinical study situations



Back to the bias for sample size re-p
estimation with one look

Type I error of t-test and t-
Bias of variance estimator

Type I error of t test and t
test with additive correction



Bias for unblinded case with 1 IA

Bias of variance estimator
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Exact bias:

where F is the chi-square distribution function and



Bias for unblinded case with 1 IA

Absolute bias of variance Relative bias of varianceAbsolute bias of variance 
estimator

Relative bias of variance 
estimator
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Bias for unblinded case with 1 IA

Absolute bias of variance Assumptions for this graphAbsolute bias of variance 
estimator

Assumptions for this graph
• Sample size in first stage 

n1=20 per group
• Minimum sample size in 

second stage: n2min=10
α 0 025 power 90% δ 2 2• α=0.025, power=90%, δa=2.2

• Sample size formula for 
v 2 z1  z1 2
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Sa p e s e o u a o
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• How does the bias depend on 
n2min, n1, δa �? 
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Bias for unblinded case with 1 IA

Absolute bias of variance
Probability for stopping the 
study with minimal sampleAbsolute bias of variance 

estimator
study with minimal sample 
size n1+n2min

E̂ 2  2 P(N  n1 n2min )



Bias for unblinded case with 1 IA

Bias of variance Bias of varianceBias of variance 
estimator, n2min=10

Bias of variance 
estimator, n2min=0



Bias for unblinded case with 1 IA

Bias of variance Bias of variance estimator,Bias of variance 
estimator, n1=20

Bias of variance estimator, 
n1=40



Bias for unblinded case with 1 IA

Bias of variance Bias of variance estimator,Bias of variance 
estimator, n1=20

Bias of variance estimator, 
n1=5



Bias for unblinded case with 1 IA
Bias of variance estimator, 
v=4.34

Bias of variance estimator, 
v=2.34v 4.34  

(α=0.025, β=0.1, δa=2.2)
v 2.34  
(α=0.025, β=0.1, δa=3)

Maximal relative bias for both cases ~2.5%



Dependence of bias on parametersp p

• The absolute bias for large variances depends almost 
not on n1 and not on the minimum number of patients in 
St 2Stage 2 
• The relative bias is largest if there is no minimum 
number of patients for Stage 2 and n is small; howevernumber of patients for Stage 2 and n1 is small; however, 
decreasing n1 to very small values (e.g. from 10 to 5) 
does not increase the relative bias much
• The relative bias in the considered scenarios was at 
most 4%



SummarySu a y

• Sample size re-estimation can ensure appropriate 
power (neither over- or under-powered) even under 
uncertainty of nuisance parametersuncertainty of nuisance parameters

• The effects on estimates and tests are usually 
small and often they might be totally acceptablesmall and often, they might be totally acceptable

• In specific situations (small studies) it might be worth 
to investigate the bias furtherg
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